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SUMMARY

The paper presents an e�cient �nite volume method for unstructured grids with rotating sliding parts
composed of arbitrary polyhedral elements for both single- and two-phase �ows. Mathematical model
used in computations is based on the ensemble averaged conservation equations. These equations are
solved for each phase and in case of single-phase �ow reduce to the transient Reynolds-averaged
Navier–Stokes (TRANS) equations. Transient �ow induced by rotating impellers is thus resolved in
time. The use of unstructured grids allows an easy and �exible meshing for the entire �ow domain.
Polyhedral cell volumes are created on the arbitrary mesh interface placed between rotating and static
parts. Cells within the rotating parts move each time step and the new faces are created on the arbitrary
interfaces only, while the rest of the domain remain ‘topologically’ unchanged. Implicit discretization
scheme allows a wide range of time-step sizes, which further reduce the computational e�ort. Special
attention is given to the interpolation practices used for the reconstruction of the face quantities. Mass
�uxes are recalculated at the beginning of each time step by using an interpolation scheme, which
enhances the coupling between the pressure and velocity �elds. The model has been implemented into
the commercially available CFD code AVL SWIFT (AVL AST, SWIFT Manual 3.1, AVL List GmbH,
Graz, Austria, 2002). Single-phase �ow in a mixing vessel stirred by a six-bladed Rushton-type turbine
and two-phase �ow in aerated stirred vessel with the four-blade Rushton impeller are simulated. The
results are compared with the available experimental data, and good agreement is observed. The proposed
algorithm is proved to be both stable and accurate for single-phase as well as for the two-phase �ows
calculations. Copyright ? 2004 John Wiley & Sons, Ltd.

KEY WORDS: Reynolds-averaged Navier–Stokes equations; �nite volume method; sliding meshes; two-
phase �ow

1. INTRODUCTION

There are several important practical applications with rotating geometries in the �uid do-
main. Here is presented a numerical method for the treatment of rotation within the frame of
unstructured grids, both for single-phase and two-phase �ows. Although it is applied to the

∗Correspondence to: B. Basara, AVL List GmbH, Hans List Platz 1, Graz A-8020, Austria.
†E-mail: branislav.basara@avl.com

Published online 14 May 2004 Received 21 June 2003
Copyright ? 2004 John Wiley & Sons, Ltd. Revised 7 March 2004



1138 B. BASARA, A. ALAJBEGOVIC AND D. BEADER

motion of rotating impellers in stirred tanks, the method itself is generic and can be used for
other applications with rotating elements.
Flow simulation in stirred tanks attracted considerable interest in the recent past. Several

studies of single-phase �ows in stirred tanks were presented. Luo et al. [1] performed calcu-
lations of the mixing in the ba�ed stirred vessel using the technique that allowed the cells
to shear and slide to accommodate relative motion on a structured grid. Tabor et al. [2] used
the same method together with the multiple reference frame (MRF) approach to simulate the
mixing case with the Rushton turbine by Wu and Patterson [3]. The MRF approach approx-
imates the rotation by implementing body forces within the rotating part and is primarily
suitable for steady-state simulations. The results obtained by Tabor et al. [2] reported good
agreement with the data using the MRF approach.
More recently, Lilek et al. [4] extended the multi-block structured grid approach to take into

account arbitrary interfaces by mixing two data structures. Regular indexing was employed
within the structured grid while an additional table was used to store faces along the sliding
interface. In this way, the implicit nature of the solution method was ensured as the block
interface is not treated as an additional boundary. Wechsler et al. [5] also used the multi-block
structured grid approach, together with MRF where the stator and rotor were calculated in two
di�erent reference frames, rotating and �xed. Their method is practical from the computational
perspective, but limited to the block-structured grids where all cells have to be within vertices
forming hexahedral volumes. Even more important, the observed solution accuracy was not
very good. Nevertheless, the concept of multiple frame of reference has been explored in
many studies due to the possibility of performing low cost steady-state calculations. On the
other hand, the method becomes impractical for transient calculations or when the rotation is
combined with the translation.
Numerical modelling of two-phase �ows in mixing vessels represents considerably increase

in di�culty with respect to single-phase �ow modelling. Issa [6] presented the results of
the two-phase �ow simulation in the mixing vessel at steady state using the MRF approach.
Ranade [7, 8] developed a computational snapshot approach for simulating the �ow in a stirred
vessel. The method consists of modelling of the suction and ejection of the �uid from the back
and front sides of the impeller blades as mass sources. In this way, it is possible to simulate
the impeller motion while maintain static mesh. Ljungquvist and Rasmuson [9] performed
simulations of solid=liquid two-phase �ows in an axially stirred vessel. The simulations were
based on multi-block structured grid approach using the two-�uid model. The rotation of the
six-blade impeller was modelled using the impeller boundary condition method. As a result,
only steady-state conditions could be simulated. Ljungquvist and Rasmuson were primarily
interested in the modelling of solid=liquid �ows and tested several di�erent momentum in-
terfacial exchange models and compared the results to the experimental data, while here is
presented the development and validation of the sliding grid numerical scheme for unstructured
meshes.
The focus of the work presented herein is to perform highly accurate transient calculations

using the algorithm optimized for rotating geometries and unstructured grids. Such an approach
is more expensive computationally, when compared to the methods presented in the before
mentioned references. However, as the computing time reduces with the continuous increase
of the computing power, this is less and less of an issue.
The use of unstructured grids with polyhedral cell elements signi�cantly reduces the meshing

e�ort. On the negative side, numerical codes running unstructured meshes are less suitable

Copyright ? 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2004; 45:1137–1159



SIMULATION OF SINGLE- AND TWO-PHASE FLOWS 1139

Figure 1. Calculation volumes and an arbitrary interface.

for parallel computing. Numerical practices for computational �uid dynamics (CFD) on such
meshes require reformulation of the data structure, interpolation procedures and discretization
of convective terms, which is often a di�cult task. However, when it comes to dynamic
grid modi�cations caused by movement or by adaptive grid re�nement, such algorithms have
unprecedented advantages over conventional ‘structured’ solvers. Sliding mesh applications
fall into such a category, and can be handled with considerably more e�ciency than by using
�ow solvers that cannot accommodate polyhedral cell volumes.
Finite volume method is well suited for the discretization procedures on unstructured grids

[10–12]. The key feature of the approach presented here is the de�nition of connectivity
between the cell faces and cell centres, shown in Figure 1. The connectivity provides for
each face the two neighbouring cell centres sharing this same face. Using such de�nition of
connectivity, the face �uxes are being calculated by a single sweep over all the faces in the
mesh. The faces created on the arbitrary interfaces can have arbitrary number of vertices.
The cell volumes in the proximity of an arbitrary interface may also result in an arbitrary
number of faces. However, in the calculation they are treated in the same way as the cells
not adjacent to the arbitrary interface. This enormously simpli�es meshing of the complete
computational domain. The parts of the domain not moving or moving at a di�erent speed are
meshed separately. They are connected through arbitrary interfaces and then re-connected each
new time step. The cells next to the interface might change the number of faces exceeding
the six. As a result, interpolation practices for the calculation of variables and their gradients
on the faces are the key to a successful discretization scheme.
The purpose of the paper is primarily to present a numerical method that can be used

for the simulation of rotating geometries. The models used have to be adequate enough to
allow comparison with the experimental data. Therefore, the mathematical model used for the
simulation of both single-phase and two-phase �ows is presented �rst. The model is based
on the two-�uid modelling and in case of single-phase �ow reduces to the standard RANS
formulation. Detailed description of the numerical techniques used in the discretization of the
model follows. Special focus is devoted to the treatment of the sliding interface.
Finally, calculation results are presented both for single- and two-phase �ow cases. Single-

phase �ow computations are compared with the experimental results for the stirred vessel
con�guration provided by Wu and Patterson [3]. They used a simple cylindrical tank equipped
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with four stationary �ow de�ectors=ba�es and stirred by a six-bladed Rushton-type turbine.
The test case used for the validation of the two-phase �ow calculations is the aerated stirred
vessel with the four-blade Rushton impeller and four stationary ba�es. The experimental data
were obtained by Bomba�c et al. [13] and consist of detailed air volume fraction measurements.
The objective of the present study is to assess the accuracy of the fully unstructured algorithm
applied to sliding grids and adopted for the two-�uid model in Euler–Euler frame.

2. MATHEMATICAL MODEL

Mathematical model is presented from the perspective of the multi�uid model, which is used
to describe multiphase �ows [14, 15]. The multi�uid model is obtained through the ensemble
averaging of the conservation equations. In the case of single-phase �ows, the model reduces
to the well-known Reynolds-averaged Navier–Stokes equations. In a multi-phase �ow case,
the phases are distinguished by the volume fraction, �n, which is a measure of the fraction
of the volume �lled by the phase n. The evolution of volume fraction is described by the
following equation:

@�n�n
@t

+∇ · �n�nvn=0; n=1; : : : ; N (1)

which represents the mass conservation of the phase n. The quantities in the equations are
the phase n density, �n, and its velocity, vn. N is the number of phases. The compatibility
condition has to be satis�ed:

N∑
n=1
�n=1 (2)

In the single-phase case, N equals one. The momentum conservation equation equals

@�n�nvn
@t

+∇ · �n�nvnvn=−�n∇p+∇ · �n(�n + Ttn) + �n�ng+
N∑

l=1; l�=n
Mnl; n=1; : : : ; N (3)

where g is the gravity vector, Mnl, represents the momentum interfacial interaction between
phases n and l, and p is pressure. Pressure is assumed equal for all phases:

pn=p; n=1; : : : ; N (4)

The main purpose of the paper is to present a numerical method for the handling of sliding
interfaces in both single- and two-phase �ows. The purpose is not to develop and present
a physical model for the processes that occur in mixing �ows. However, in order to verify
the method against the experimental data, some comprehensive models need to be used. In
the present case, the implemented interfacial momentum source for the interaction between
phases n and l includes drag and turbulent dispersion force [16]:

Mnl=CD
1
8
�nA′′′

i |vr|vr + CTD�nkn∇�n=−Mln (5)

kn is turbulence kinetic energy for phase n, and vr is relative velocity between phases
l and n:

vr = vl − vn (6)
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CTD is turbulence dispersion coe�cient. We used the value of 0.1 as suggested by Lahey
et al. [17]. The interfacial area density, A′′′

i , is modelled following References [18, 19]:

A′′′
i =

6�gs
Db

1− �g
1− �gs

�gs=



�g �g¡0:25

0:3929− 0:57142�g 0:256�g¡0:6

0:05 �g¿0:6

(7)

where �g is the volume fraction of gas (air), and Db is the mean bubble diameter. The bubble
diameter value used in the calculations was 1mm. Reasonable agreement with the experimental
data was obtained using this bubble diameter value. This value might not match the true
bubble size in the experiment. Any discrepancy between the actual and used bubble sizes is
primarily due to the model de�ciencies. Considerable e�ort is still necessary to improve the
interfacial interactions models. However, it is not the intention of the present work to present
the contribution to the modelling, but to provide an e�cient numerical technique.
Drag coe�cient, CD, is dominating the interactions between the two phases and as a result

the volume fraction distribution. The correlation by Ishii and Zuber [20] distinguishes between
di�erent interactions through the entire volume fraction span (and di�erent �ow regimes) and
is therefore chosen for the calculations:

CD =



2
3
DB

√
g(�l − �g)

�

(
1 + 17:67(1− �g)1:238
18:67(1− �g)1:5

)2
�g60:25

9:8(1− �g)3 �g¿0:25
(8)

where � is surface tension, �l is liquid density and �g is gas (air) density. The phase n shear
stress, �n, equals

�n=�n(∇vn +∇vTn ) (9)

�n is molecular viscosity. Reynolds stress, Ttn, is de�ned as

Ttn=−�nv′nv′n (10)

The correlations v′nv′n, known as the Reynolds stresses, are additional unknowns in this set
of equations, which leave the number of unknowns larger than the number of equations.
In the k–� eddy-viscosity model, the Reynolds stresses are evaluated from the Bousinessq’s
assumption, given by

Ttn=−�nv′nv′n=�tn(∇vn +∇vTn )− 2
3
�nknI (11)

Turbulent viscosity, �tn, is modelled as

�tn=�nC�
k2n
�n

(12)
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Table I. Closure coe�cients in the k–� model.

�k �� C1 C2 C�

1.0 1.3 1.44 1.92 0.09

In order to close the k–� model, it is necessary to solve equations for the turbulent kinetic
energy, k, and its dissipation rate, �:

@�n�nkn
@t

+∇ · �n�nvnkn =∇ · �n
(
�n +

�tn
�k

)
∇kn + �nPn − �n�n�n

+
N∑

l=1; l�=n
Knl; n=1; : : : ; N (13)

@�n�n�n
@t

+∇ · �n�nvn�n =∇ · �n
(
�n +

�tn
��

)
∇�n + �nC1Pn �nkn − �nC2�n �

2
n

kn

+
N∑

l=1; l�=n
Dnl; n = 1; : : : ; N (14)

These equations are valid for incompressible �ows considered in this study. Knl and Dnl are
the interfacial exchange terms between the phases n and l in the turbulent kinetic energy
and dissipation equations, respectively. Contribution of the interfacial terms in both equations
is neglected. Even though turbulence is undoubtedly a�ected by the interfacial e�ects, its
contribution is of the second order with respect to the interfacial terms in the momentum
equation.
The production term due to shear, Pn, for the phase n is equal to

Pn=Ttn : ∇vn (15)

The closure coe�cients from turbulence kinetic energy and dissipation equations are provided
in Table I.
In the present study, single-phase and multi-phase �ow calculations were performed in

conjunction with standard wall functions. The standard wall function is applied by introducing
the wall turbulent viscosity, thus

�n;w=
y+n;P
v+n;P

�n (16)

where

v+n;P=



y+n;P if y+n;P¡11:63

1
�
ln(Ey+n;P) if y+n;P¿11:63

(17)
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where � is the von Karman constant (�=0:41) and E is the logarithmic pro�le constant
that depends on the surface roughness. In our calculations we used the value of 9.0. The
non-dimensional wall distance is given as

y+n;P=
�nC

1=4
� k

1=2
n �

�n
(18)

where � denotes the normal distance from the near-wall node to the wall. The �ux of turbulent
kinetic energy at the wall is taken to be zero, a condition simply enforced by setting the
appropriate �nite-di�erence coe�cients to zero. The values of the turbulent kinetic energy, k,
at the node closest to the wall is therefore obtained from the solution of its equation there.
Single modi�cation to the standard equation is required: it a�ects the way in which the rate
of production of k is evaluated at the grid nodes closest to the wall. Dissipation rate � is
�xed for the �rst-to-wall cells by assuming that turbulence is in local equilibrium.
In case of single-phase �ow, the above equations reduce to the following set of Reynolds-

averaged Navier–Stokes equations with the turbulence closure terms described above:

@�v
@t
+∇ ·�vv=−∇p+∇ · (�+ Tt) + �g (19)

@�k
@t

+∇ ·�vk =∇ ·
(
�+

�t

�k

)
∇k + P − �� (20)

@��
@t
+∇ ·�v�=∇ ·

(
�+

�t

��

)
∇�+ C1P �k − C2� �

2

k
(21)

3. NUMERICAL PROCEDURE

The discretization of the governing di�erential equations is obtained using a cell-centred �nite
volume approach. In the method used here, the governing equations are integrated, term-
by-term, over the ‘polyhedral’ control volumes such as the one shown in Figure 1. Such
discretization practices have been recently explored in other publications, e.g. Demirdzic
et al. [11], Marthur and Marthy [12] and others. The method has been applied and proven on
various applications. It is based on the integral form of the generic conservation law. Thus,
for the moving control volume with the outward surface (cell-face) vectors, all modelling
equations can be described as

@
@t

∫
V
�n�n�n dV︸ ︷︷ ︸

Rate of change: R

+
∫
A
�n�n(vn − vS)�n dA︸ ︷︷ ︸

Convection: C

=
∫
A
�n��; n · ∇�n dA︸ ︷︷ ︸
Di�usion: D

+
∫
A
�nqA�; n dA+

∫
V

(
�nqV�; n +

N∑
l=1; l�=n

S�; nl

)
︸ ︷︷ ︸

dV

Sources: S

(22)
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where a general variable �n(xk ; t) can represent either scalars or vector and tensor �eld com-
ponents of the phase n. Here, the Cartesian co-ordinate system (x; y; z) with the unit vectors
(i; j;k) is used and tensor notation is employed. In Equation (22) �n is �uid density, t is time,
vn is the �uid velocity vector, vS is the velocity of the moving control volume, ��; n is the
di�usion coe�cient for the variable �, qV�; n and q

A
�; n are the volumetric and surface source

terms, respectively. Again, the index n denotes the phase.
In the present method, all dependent variables are stored at the geometric centre of cells.

Two implicit di�erencing schemes can be used to evaluate the rate of change: the �rst-order
accurate Euler and second-order accurate three time level scheme [21]. In order to calculate
surface integrals over faces of arbitrary-shaped cells (see Figure 1) and account for them in
Equation (22), one can choose to loop over all faces. This approach requires the face-based
connectivity, i.e. for each internal face j de�ned by the surface vector Aj (that points out
from the cell P to Pj) the indices of adjacent cells P and Pj should be known.
Both surface and volume integrals are approximated by the values in geometric centre

of the face or cell. This single point quadrature (mid-point rule) is a second-order accurate
approximation and leads to the following semi-discrete control volume equation:

d
dt
(�n;P�n;P�n;PVP) +

nf∑
j=1
Cn; j −

nf∑
j=1
Dn; j=

nf∑
j=1
(qAn;� ·A)j +

(
qVn;� +

N∑
l=1; l�=n

S�; nl

)
P

VP (23)

where Cn; j and Dn; j are phase-n convective and di�usion transport through the face j, are
de�ned as

Cn; j = ṁn; j�n; j (24)

Dn; j = �n; j(��; n)j · (∇�n)j ·Aj (25)

nf is the number of cell faces. Face mass �uxes, ṁn; j, are de�ned as

ṁn; j = �n; j�n; j (vn; j ·Aj − V̇j) (26)

V̇j = vS; j ·Aj (27)

where V̇j is the volume �ux, i.e. the volume swept by a cell face during its movement with
the face velocity vS; j. The mass �uxes must satisfy the phase-n continuity equation, which
now reads

@
@t
(�n;P�n;PVP) +

nf∑
j=1
ṁn; j=0 (28)

At the same time, the mixture mass conservation has to be satis�ed as well:

N∑
n=1

(
@
@t
(�n;P�n;PVP) +

nf∑
j=1
ṁn; j

)
=0 (29)
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Figure 2. Two unstructured blocks (e.g. moving and non-moving) before the connection through the
arbitrary interface into a single calculation domain.

In the case of single-phase �ows, both Equations (28) and (29) reduce into the following
equation:

@
@t
(�PVP) +

nf∑
j=1
ṁj=0 (30)

Space (or volume) conservation law (SCL) can be cast into the following form [4]:

@
@t

∫
VP
dV −

nf∑
j=1
V̇j=0 (31)

For the sliding cases considered in the paper, the moving face velocity is recalculated from
the face-centre positions or from the given radial velocity, and the surface vectors as well as
calculation volumes inside rotating part remain constant. As a result, the space conservation
law is satis�ed. However, small inconsistencies may appear at the interface between the
moving and non-moving parts, (see Figure 2). If we assume that the part with point P moves
and part with point Pj does not, then the faces between them may look as shown in Figure 2
before the connection. Intersecting these faces and �nding the common face shared by both
volumes with centres P and Pj, will result in volume change on one of the sides. Therefore,
it is recommended that the moving surface or the faces of the moving volumes is the referent
surface. This means that the faces from non-moving cells are projected onto this surface to
create new common faces, which ensure that the moving volumes will remain unchanged. As
a result, Equation (31) will be de�nitely satis�ed. We should have in mind that the starting
blocks, as these shown in Figure 2, are kept until the end of calculation to calculate the grid
positions at two successive time steps. Assuming that the velocity vector is normal to the
surface vector at the shared faces of the arbitrary interface, the values vS; j ·Aj for these faces
are set to be exactly zero. The volumes of the cells in the static part do not change, only
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the volumes next to the arbitrary interface and the faces at the arbitrary interface should be
recalculated.
Intensive use of the arbitrary interface requires accurate interpolation practices for the cal-

culation of the cell-face values and their gradients. With the use of linear interpolation, the
cell-face values are calculated as

�j=fj�p + (1− fj)�pj (32)

where fj= |rPj − rj|=(|rPj − rj|+ |rj − rP|) is the cell-face interpolation factor. In such case, that
the vector connecting two centres P and Pj does not pass through the face centre, additional
correction may be introduced [11], thus

�j=�j′ +∇�j′ · (rj − rj′) (33)

where linear interpolation given by Equation (32) is used to obtain �j′ and ∇�j′ . The point
j′ can be de�ned to be the mid-point between cell centres P and Pj. With that, fj=0:5 and
rj − rj′ is easily recalculated. For the convective transport in Equation (24), the second-order
MINMOD scheme is used for the cell-face values as proposed by Przulj and Basara [22].
The simplest approach for the calculations of the cell gradients is to use the Gauss’ Theorem,

thus

∇�p= 1
Vp

nf∑
j=1
�jAj (34)

Other authors recommend a linear least-square approach [10, 23]. Using Gauss’ Theorem and
with the use of simple mathematical reconstruction to replace vertex values only with the
contributions from cells P and Pj, one can derive the following formula for the cell-face
gradient:

∇�j=∇�j +
Aj
Aj · dj [(�Pj − �P)− ∇�j · dj] (35)

where dj is the distance vector between P and Pj, see Figure 1. The interpolated face gradient
∇�j can be calculated either by linear interpolation or by arithmetic averaging.
After introducing the above interpolation practices into the balance Equation (22), the

outcome is a set of algebraic equations: one for each control volume and for each transport
equation. An algebraic equation can be written concisely as

aP�P=
nf∑
j=1
aj�Pj + S� (36)

where nf is the number of internal cell faces; aP and aj are coe�cients and S� is the source
term. Thus, for a computational domain with M control volumes, a system of M ×N algebraic
equations needs to be solved for N dependent variables �. Considering the non-linearity and
coupling of equations, they are solved by the segregated SIMPLE-like algorithm of Patankar
and Spalding [24] (see also References [11, 21]). Each equation for the given variable is
decoupled by treating other variables as known, which leads to a sub-set of M linear algebraic
equations for each dependent variable. The linearized algebraic equations are solved by very
e�cient, preconditioned conjugate gradient methods. The symmetric gradient method is used
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to solve equations with the symmetric matrix and the biconjugate method (Bi-CGSTAB) of
Van der Vorst [25] for equations with an asymmetric matrix. Both methods are used with an
incomplete Cholesky preconditioning technique (see Reference [26]).
The SIMPLE algorithm e�ectively couples the velocity and pressure �elds by converting

a discrete form of the continuity equation into an equation for the pressure correction. The
pressure corrections are then used to update the pressure and velocity �elds so that the velocity
components obtained from the solution of momentum equations satisfy the continuity equation.
On non-staggered grids, a special interpolation practice is required for the face velocities,
Rhie and Chow [27] and Ferziger and Peric [21]. By manipulating the discretized momentum
equations using Equation (35) expressed in a vector form, one can arrive at the following
formula for the face velocity vector:

vn; j= vn; j −
(
�n;PVP
an;P

)
j
(∇pj − ∇pj) (37)

After replacing the pressure gradient ∇pj by the face gradient given by Equation (35), the
face velocity can be calculated as

vn; j= vn; j − 1
2

(
�n;PVP
an;P

+
�n;PjVPj
an;Pj

)
Aj
Aj · dj

[
(pPj − pP)− 1

2
(∇pPj +∇pP) · dj

]
(38)

Calculations on di�erent grids with di�erent di�erencing schemes are prerequisite for reliable
simulations. As shown above, all terms are discretized with at least second-order accuracy.
All the calculations were performed on �ne numerical grids. Furthermore, error estimation
was used to assess grid quality. Its description follows.
The error based on one-dimensional analysis of convective and normal-di�usion terms was

considered as proposed by Muzaferija and Gosman [28]. The variation of variable � and its
gradients in direction 	 (see Figure 1) which connects two neighbouring points is analysed.
Therefore, the third-order polynomial variation of � along 	 and its gradient projected in the
direction of dj can be written as

�̃j =C0 + C1	j + C2	
2
j + C3	

3
j (39)

∇�j dj|dj| =C1 + 2C2	j + 3C3	
2
j (40)

Now, the convection and di�usion �uxes over faces can be obtained as

C̃j= F̃j�̃j and D̃j=−
�j
(

∇�j dj|dj|
)
dj
|dj| Aj (41)

Furthermore, the constants Ci=1;3 are de�ned to satisfy the following boundary conditions (see
Figure 1), for detailed information see original reference [28], thus:

	 = 0; �=�P; (∇�)	=(∇�)	P
	 = |dj|; �=�Pj ; (∇�)	=(∇�)	Pj

(42)
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Comparing �uxes given by Equation (41) with the �uxes used in the calculations, the error
can be de�ned as

�P=
nf∑
j=1
[(C̃j − Cj) + (D̃j −Dnormal-di�usionj )] (43)

Normalized error �P is then used for leading the process of grid re�nements. Note that this
discretization error should be considered only when the iteration error is very small. Also,
note that the cross di�usion is not taken into account. However, the method is very e�cient
to analyse the discretization error by using a single grid.
The model has been implemented into the commercially available CFD code AVL SWIFT

[29] which is then used for all the calculations presented in the paper.

4. RESULTS AND DISCUSSION

4.1. Single-phase �ow case—six blade Rushton mixer

The test case chosen for the single-phase �ow calculations is a simple mechanically driven
mixer stirred by a 6-bladed Rushton-type turbine in a cylindrical vessel equipped with 4
stationary �ow de�ectors=ba�es. Details of geometry are available in the original paper of
Wu and Patterson [3], see Figure 3 for the �ow con�guration. The diameter of the tank was
0:270 m and a turbine was placed 1

3 of the diameter from the base of the tank. Measured
data is available in the impeller stream and in the near region around the impeller, and at
the planes 0◦ and 45◦ with respect to the ba�e planes. The impeller speeds were 100, 200
and 300 rpm. The results of the laser Doppler anemometry are provided as mean values taken
over 6 di�erent stations. Here is considered the case with the impeller speed of 200 rpm.
The grid used was the result of the ‘error’ optimization, see Equation (43). It was found

that the largest error was in the cells next to the arbitrary interface and therefore they had to
be re�ned. Step-by-step improvement of three di�erent grids lead to the �nal grid with the
size of 339 504 cells (see Figure 3). This is a considerably �ner grid compared to the one used
by Wechsler et al. [5] for the similar case and for the transient calculations. The in�uence
of time step was also analysed. Three di�erent time steps have been used, namely 2.5, 5.0
and 7:5 ms corresponding to the 3, 6 and 9◦ swept by the impeller within each time step,
respectively. The results for the three time steps were very similar, as were the convergence
rates. However, the smallest time step was used to calculate the results for the comparison
with the experimental data, as the results obtained in such way are deemed to be the most
accurate.
Figure 4 shows the predicted pressure at �ve radial monitoring locations in the mid-ba�e

plane at �=45◦ for z=0. A captured period corresponds to approximately 20 time steps of
simulation time. This means 0:05s (20× 2:5ms) of the real time corresponding to 60◦ sweep,
being exactly the time needed for the impeller blades to pass the same point in the �ow.
Figures 5–7 show the radial, tangential and axial normalized velocity pro�les in the mid

ba�e plane at di�erent radial positions, r: 0.05, 0.06, 0.07, 0.077, 0.09 and 0:105m. The best
agreement between the experimental data and the calculations is observed close to the im-
peller. Some discrepancies are visible further away from the impeller on both sides in the axial
direction. The same can be observed for the di�erent radial positions at the same height, z.
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Figure 3. Computational grid for the six-blade Rushton impeller mixer (a) and impeller details (b).

Predicted maximum values of the radial velocity are overestimated at the furthermost posi-
tions. The same applies for the tangential component. The axial component is better captured
below than above the impeller at all positions. Overall, the shape of pro�les is well predicted.
It appears that the standard k–� model can be blamed for the over-predicted turbulence ki-
netic energy and that part of the error due to its isotropic formulation. Better results can be
expected by using more accurate turbulence models, e.g. second-moment closures. However,
the predicted turbulence kinetic energy at the plane z=0 presented in Figure 8, shows that
the turbulence model might especially in�uence the mixing of the departing �ow from the
impeller zone. Nevertheless, the smooth distribution of the turbulence kinetic energy through
the arbitrary interface marked with the black line in Figure 8, illustrates the general accu-
racy of the interpolation practices used for the convection, di�usion, and all cell-face values
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Figure 4. Calculated pressure at di�erent monitoring locations (. . . . r=6 cm, - - - r=7 cm,
r=7:7 cm, r=9 cm, -.-.- r=10:5 cm).

needed in the numerical solution scheme. The convergence rate for all equations within the
single time step is shown in Figure 9. The residuals decrease monotonically con�rming the
robustness of the numerical procedure. It should be pointed out that the peak in residuals
at the �rst iteration of each time step is avoided by using Equation (38) to recalculate face
velocities (have in mind that convection �uxes at the interface between rotor and stator are
lost after each movement). This means that some computing time has to be spent for the
reconstruction of terms in Equation (38).

4.2. Two-phase �ow case—four blade Rushton mixer

The experimental data of Bomba�c et al. [13] were used for the validation of the two-phase
�ow simulations in a mixer with sliding grids. Bomba�c et al. performed detailed air volume
fraction measurements using the conductivity probe. Vessel used in the experiments had the
diameter of 0:45 m and the height of 0:49 m. The geometry can be seen in Figure 10. The
mesh consisted of 77 712 cells. Figure 10(a) shows the surface discretization of the whole
geometry. The details of the mesh for the impeller part are shown in Figure 10(b). Four
blades with the area 0:038 m× 0:03 m were mounted at a distance 0:056 m from the axis
of rotation. All the geometry measurements are provided in the original paper by Bomba�c
et al. [13].
The experiments were done at two impeller speeds—265.8 and 376 rpm. Two di�erent

bubble injection methods were used—annular and ring sparger. Impeller speed of 265:8 rpm
and ring sparger is considered for the validation. The inlet velocity of air, based on the
provided mass �ux of 1:67× 10−3 m3=s and ring sparger inlet area of 4:524× 10−4 m2, is
3:7 m=s. No water was allowed to enter through the sparger, therefore its velocity was set to
zero. The �ow �eld was initialized with water level at 0:45 m as reported by Bomba�c et al.
[13]. Pressure of 1 bar was prescribed at the top boundary. Both water and air properties
ware taken at temperature 25◦C. Simulation was performed in transient mode with 1ms time
step. Calculated were 3900 time steps, which yield approximately 4 s of the simulated real
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Figure 5. Radial normalized velocity pro�les along the main axis at six di�erent radial positions: (a)
r=0:05 m; (b) r=0:06 m; (c) r=0:07 m; (d) r=0:077 m; (e) r=0:09 m; and (f) r=0:105 m.

time and 17 complete rotations of the impeller. Computer with Intel single processor running
at 2:6GHz and Linux operating system was used as a computational platform. The simulation
took 13 days of CPU time.
The key feature of the presented numerical method is the capability to perform transient

calculations in �ows with rotating parts. The radially integrated volume fractions at three
di�erent axial positions as a function of time are shown in Figure 11. It can be seen that
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Figure 6. Tangential normalized velocity pro�les along the main axis at six di�erent radial positions:
(a) r=0:05 m; (b) r=0:06 m; (c) r=0:07 m; (d) r=0:077 m; (e) r=0:09 m; and (f) r=0:105 m.

the steady-state conditions are reached approximately 2 s after the initial transient. Slight
oscillations persist after that. The largest amplitude in oscillations is observed at z=0:15 m,
approximately at the height of the impeller. The snapshots of the air volume fraction �eld on
the vessel symmetry plane at six di�erent times are shown in Plate 1. Two major directions
of the air motion can be observed. Part of the injected air moves straight up from the inlet
sparger. The other part is being sucked into the low-pressure region around the impeller.
Buoyancy force is pushing air upward at the same time. As a result, the air spreads around
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Figure 7. Axial normalized velocity pro�les along the main axis at six di�erent radial positions: (a)
r=0:05 m; (b) r=0:06 m; (c) r=0:07 m; (d) r=0:077 m; (e) r=0:09 m; and (f) r=0:105 m.

the vessel, mixes with the water, and then moves upward towards the outlet. The evolution of
volume fraction �elds at di�erent times is in agreement with time-dependent behaviour shown
in Figure 11. It can be noted that the ‘steady’ state is reached after 2 s. There is almost no
di�erence between the snapshots at times 2 and 2:5 s.
The comparison of calculated and measured data obtained at steady conditions were per-

formed by averaging the calculated values from time t=2 s to the end of the calculation.
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Figure 8. Predicted turbulence kinetic energy by the standard k–� model. The arbitrary interface
is marked with the black line.

Figure 9. Convergence rate in one time step for the single-phase �ow case
at the time step 1450 (t=7:55 s).

Spatial evolution of air volume fraction as a function of the axial position and radial position
r=0:092 m is shown in Figure 12. Substantial agreement between the experimental data and
calculated values can be noticed up to the height of 0:15 m. At higher axial positions the
predicted volume fraction levels are considerably less than measured. This is due to higher
air di�usion rates in the experiment, which are caused by the de�ciencies of the interfacial
momentum exchange models used in the calculations.
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Figure 10. Computational grid (77712 internal cells) for the four-blade Rushton impeller mixer:
(a) entire geometry; and (b) impeller details.

Comparison between the measured and calculated radially integrated air volume fraction
values as a function of the axial position is shown in Figure 13. Again, the agreement is
good at low axial positions, while considerably higher volume fraction levels can be observed
in the experiment between z=0:2 and 0.3. Measured is more air entrainement in the high
recirculation region around the impeller than predicted in the calculations. This is again due
to the de�ciencies of the momentum interfacial exchange model. It can be assumed that the
drag between air and water is too low in the calculation resulting in exceedingly high relative
velocities and therefore faster escape of air from the vessel. Still, the overall trend of the
calculated results is in agreement with the experimental data as can be seen in Figures 12
and 13.
The lateral air volume fraction distribution on the plane at z=0:15 m is shown in

Plate 2(a). The rotation of the impeller is in clockwise direction. The structure can be rec-
ognized as the L33 structure and was observed by Bomba�c et al. [13] for this case. The
L33 structure is characterized by the large air cavities behind the impeller blades. Lateral
turbulence kinetic energy distribution shown on the same plane for both water and air can
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Figure 11. Radially integrated volume fraction at three di�erent axial positions as
a function of simulation time.

Figure 12. Comparison between the measured and calculated volume fractions at the radial position
0:092 m as a function of axial position.

be seen in Plates 2(b) and 2(d), consecutively. It can be noted that the arbitrary interface
is seamlessly integrated into the calculation. The same lateral air turbulence kinetic energy
distribution shown from a di�erent perspective can be seen in Plate 2(c).
The convergence rate for pressure correction, x velocity component, turbulence kinetic

energy, turbulence dissipation and volume fraction equations within the single time step for the
two-phase �ow calculation is shown in Figure 14. Similarly as for the single-phase �ow case,
the residuals decrease monotonically con�rming the robustness of the numerical procedure.
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Figure 13. Comparison between the measured and calculated radially integrated volume
fractions as a function of axial position.

Figure 14. Convergence rate in one time step for the two-phase �ow case at the time step
1900 (t=1:837 s): (a) water; and (b) air.
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5. CONCLUSIONS

The main conclusion drawn from this study is that the numerical procedure made for the
universal polyhedral calculation volumes can be extended straightforwardly for the sliding
mesh applications with no special modi�cations. Due attention should be given to the de�ni-
tion of the referent surface before its connection with the arbitrary interface. In this way, the
space conservation law is automatically ful�lled. Therefore, there is no need for additional
enforcement of the SCL during calculations, except that the new volumes of the cells next
to the arbitrary interface and in the static part have to be recalculated. Further validation of
the two-phase �ow simulations would require velocity measurements together with volume
fraction data. New experiments by [30] using computer-automated radioactive particle track-
ing (CARPT) together with volume fraction measurements with computer tomography [31]
seem very promising for future validation of the two-phase �ow simulations in stirred tanks.
Nevertheless, the presented method was shown to be robust and reasonably accurate for both
single-phase and two-phase �ow calculations.
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Plate 1. The evolution of air volume fraction on the symmetry plane as a
function of simulation time, t.
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Plate 2. Di�erent quantities displayed on the plane at the axial position 0:15 m: (a) air volume
fraction; (b) water turbulence kinetic energy; (c) and (d) air turbulence kinetic energy shown

at two di�erent perspectives.
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